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Abstract

The energy efficiency of wired networks has received considerable attention over the past decade due to its economic and environmental impacts. However, because of the vertical integration of the control and data planes in conventional networks, optimizing energy consumption in such networks is challenging. Software-defined networking (SDN) is an emerging networking paradigm that decouples the control plane from the data plane and introduces network programmability for the development of network applications. In this work, we propose an energy-aware integral flow-routing solution to improve the energy efficiency of the SDN routing application. We consider discreteness of link rates and pose the routing problem as a Mixed Integer Linear Programming (MILP) problem, which is known to be NP complete. The proposed solution is a heuristic implementation of the Benders decomposition method that routes additional single and multiple flows without resolving the routing problem. Performance evaluations demonstrate that the proposed solution achieves a close-to-optimal performance (within 3.27% error) compared to CPLEX on various topologies with less than 0.056% of CPLEX average computation time. Furthermore, our solution outperforms the shortest path algorithm by 24.12% to 54.35% in power savings.
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I. INTRODUCTION

The telecommunication sector is one of the fastest growing sectors, having reached 7 billion mobile subscriptions by the end of 2015 and 7-fold growth in Internet penetration, from 6.5% to 43%, between 2000 and 2015 [1]. According to the same report, the proportion of households with Internet access has also increased from 18% in 2005 to 46% in 2015. The growing number of users, increasing demand and expansion of wireless communications have led to tremendous growth in energy consumption in ICT worldwide. Studies have shown that more than 4.7% of worldwide energy is being consumed by ICT [2], [3]. Major organizations in the U.S. spend millions of dollars annually on power consumption [4]. For example, eBay, Akami, Microsoft and Google annually consume 0.6 $\times \times 10^5$ MWh, 1.7 $\times \times 10^5$ MWh, 6 $\times \times 10^5$ MWh and 6.3x$10^5$ MWh, respectively, which costs $3.7$, $10M$, $36M$ and $38M$. The Massachusetts Institute of Technology campus network infrastructure consumes 7 $\times \times 10^5$ MWh annually, which costs $62 million. In the U.K., the total energy consumption of British Telecom has reached 2.6 TWh, which is 10% of total power consumption in the U.K. [5]. Similarly, the total energy consumption of Deutsche Telecom in Germany was approximately 3 TWh in 2007 [5]. Moreover, ICT is responsible for approximately 2% of global CO$_2$ emissions, which corresponds to approximately 66% of CO$_2$ emissions in Germany, 100% of the CO$_2$ emissions caused by international air traffic, and 25% of the CO$_2$ emissions produced by passenger cars world-wide [6]. With the increasing demand for telecommunication services, energy consumption in this sector is becoming a major concern from both an economic and environmental perspective. This increasing demand calls for more energy efficient and eco-friendly communication networks.

Reconfiguring conventional networks to implement energy efficient policies is challenging due to the vertical integration of the control and data planes at each networking device. The control plane optimizes data handling decisions whereas the data plane forwards data according to the decisions of control plane; both are integrated at each device, thus limiting the ability to achieve adaptive control. In addition, a change in data handling policies requires configuring each device using low-level commands that are often vendor specific [7]. To simplify this complexity and allow for innovation in networking, a new networking paradigm, software-defined networking (SDN), was developed to sunder the control and data planes. The data plane remains at the networking devices, whereas the control plane is logically displaced to a central controller. Based on the network status reported by network devices, the central controller adaptively optimizes and remotely configures the entire network [8].

Two major approaches were proposed in the literature for energy saving, namely, rate adaptation, also known as speed scaling, and powering down. The speed-scaling approach reduces the energy consumption of networks by scaling the power consumption of a network element to the amount of traffic it carries [9]. The power down approach conserves energy by switching off unused
network elements, which operate either at the full rate or zero rate [10]. In [9], Andrews et al. studied the network-wide integral routing problem with the objective of satisfying a set of demands’ rate requirements while minimizing energy consumption. They reported that optimizing routes highly depends on the characteristics of the energy function. In particular, they proposed a constant approximation algorithm for sub-additive functions and showed that no bounded approximation exists for super-additive functions. Andrews et. al. extend their work to consider the powering down approach in [10]. They showed that ON-OFF oscillation can be reduced via routing and presented a logarithmic approximation for both energy consumption and end-to-end delay. Nedevschi et al. [11] showed that both speed scaling and power down approaches can bring significant energy saving with negligible end-to-end delay and packet loss. However, the realization of these approaches in conventional networks is challenging, as achieving network-wide energy optimization requires an accurate estimation of the network status; this estimation includes link utilization, a complete traffic matrix and network topology. Therefore, the adoption of these approaches was limited to distributed and per-link implementations, e.g., IEEE 802.3.az, which does not exploit the full energy saving margin of entire networks.

Unlike conventional networks, software-defined networks are intrinsically programmable and status measurable. Under SDN, the central controller receives all traffic flow routing requests; thus, it is aware of the traffic matrix. In addition, forwarding elements measure various network status metrics, e.g., link utilization, connectivity, and delay, and report them to the central controller. Based on the received report, the central controller constructs a network-wide overview of the network status. Therefore, the central controller consolidates traffic routes to power off as many links as possible and scales all link rates to their utilization across the entire network while provisioning traffic requests.

The scope of this work is to design an energy-efficient routing algorithm for the routing application of software-defined networks. This network application resides in the application layer of SDN as shown in Figure 1. The proposed algorithm allows the controller to configure routes and link rates remotely by updating the network devices flow tables and setting their ports operating rates. This algorithm approximately solves the following SDN routing problem: Given the network topology, a set of data flows and their traffic demands, the available discrete operating rates of each link, find the integral routing paths of data flows and the operating rates of all links so that network energy consumption is minimized and traffic demands are provisioned. In integral routing, each flow is routed on a single path from its source to its destination. This routing is of practical importance in scenarios where either frames are not arbitrarily divisible [12] or packet ordering is not preferable [9]. The power consumption of ports is modeled by a discrete step-increasing discontinuous function of their discrete operating rates [13]. In our previous study [14], we show that discrete discontinuous rates are able to model practical scenarios and brings significant energy savings.
Due to the programmability and configuration flexibility introduced by SDN, several recent studies have proposed energy optimization algorithms for software-defined networks. Markiewicz et al. propose [15] an algorithm that reconfigures the network to maximize the number of OFF links. Similarly, in [16] a greedy algorithm was presented to reroute traffic so that the number of OFF links is maximized. These algorithms disable unused links to conserve energy while operating ON links at their highest rate. They overlook the energy savings that can be achieved by adjusting the link rates to match their utilization. Zhu et al. [17] develop an energy-aware component in an open-sourced network management platform for data centers. The energy-aware component adopts priority-based shortest path routing and exclusive flow scheduling. Wang et al. [18] present a fast topology-aware heuristic scheme for multi-resource energy-efficient routing in cloud data centers. Energy-aware routing and flow scheduling schemes for data centers leverage the structural regularity and symmetry of data center topologies as well as the data centers’ special traffic characteristics [15]. Therefore, these schemes are inapplicable in corporate or operator networks, which do not exhibit similar topology or traffic characteristics in the data center networks. Wang et al. [19] investigate energy saving via integral routing and rate adaptation in networks with discrete link rates. They proposed a routing solution that transformed the discrete rate function into a continuous one and relaxed the integral routing constraint to convexify the problem. The solution achieves a constant approximation performance for uniform demand and the bounded adjacent steps ratio of the discrete rate function. However, these stringent requirements are difficult to satisfy in current networks. Tang et al. [20] studied the energy-efficient flow allocation problem in networks with discrete link rates. Given a set of candidate paths, they developed two greedy algorithms and one linear programming (LP)-based algorithm to allocate fractions of data flows on the candidate paths; one greedy algorithm is for allocating a single flow, whereas the other two algorithms are for allocating multiple flows. The greedy algorithms outperformed a shortest path baseline solution, whereas the LP-based algorithm provided a close-to-optimal solution. However, it is not clear how different algorithms can be implemented in one network or how candidate paths are pre-computed or updated. Furthermore, the LP-based algorithm solves a series of linear programs, which requires access to a commercial optimization package at the network controller; hence, it is inapplicable in controllers with limited computational power.

In this paper, we propose a unified routing heuristic solution that can handle single and multiple data flow routing requests in software-defined networks. The solution does not require pre-computation of candidate paths or the support of a commercial solver. Furthermore, it routes demands of nonuniform size and sets link rates with general energy consumption step-increasing functions. It is a relaxation of the Benders-type cutting plane generation procedure [21], [22]. In particular, the original energy-efficient routing problem is formulated as a mixed integer linear programming problem (MILP). The polyhedron of the routing feasible space is represented by a large set of inequalities; however, only a limited number of inequalities is considered in the relaxed version of the problem. The routing solution obtained by solving the relaxed problem is validated by solving the constraint generation problem which identifies the most violated constraints of the original problem. The relaxed problem is augmented by the identified constraint and solved iteratively until none of the constraints of the original problem is violated. We develop two algorithms, the Link Rate Control (LRC) algorithm and Violated Constrain Generation (VCG) algorithm for solving the relaxed problem and constraint generation problem, respectively. The LRC algorithm is an extension of the heuristic presented in [22] for solving the relaxed problem. The VCG algorithm solves the dual of the constraint generation problem. The contributions of this work are summarized as follows:

- We formulate the energy-efficient integral routing problem of software-defined networks with discrete link rates as MILP and develop a solution to minimize network energy consumption while satisfying traffic requirements. The proposed solution is a heuristic implementation of the Benders-type cutting plane generation procedure and consists of two algorithms, LRC and VCG.
- We perform extensive simulation experiments to evaluate the performance of the proposed algorithm in well-known network topologies available at the library of test instances for Survivable fixed telecommunication Network Design (SNDlib) [23]. The solution is validated by comparing the results obtained by CPLEX with those obtained by shortest path algorithm.

The paper is organized as follows. The network model and problem formulation are presented in Section II. In Section III, a Benders decomposition-based solution is developed, and the two algorithms for solving the relaxed problem and the constraint generation problem are presented. Performance evaluation results are presented in Section IV, and conclusions are drawn in Section V. The simulation codes are available at http://www.mohamadawad.com.

II. NETWORK MODEL AND PROBLEM FORMULATION

We consider an SDN architecture proposed by the Open Networking Foundation (ONF) as shown in Figure 1 [24]. ONF is an organization dedicated to the standardization and promotion of SDN. Three layers constitute this architecture: the infrastructure layer, the control layer and the application layer. The infrastructure layer consists of simple network devices referred to by forwarding elements (FEs). These elements forward packets based on forwarding rules installed in their forwarding tables. In addition, they collect network information and report it to the central controller (CC). The control layer serves as a liaison between the application and infrastructure layers through its northbound and southbound application programming interfaces (APIs). One of the first southbound APIs is OpenFlow [24]. The application layer consists of network applications designed to control and optimize the network. Examples of these applications are routing algorithms, resource allocation schemes, load...
balancing schemes, mobility management schemes and intrusion detection systems access. Network applications access a global view of the network which is maintained by the CC to control and optimize the network operation. The network application control instructions are represented by flow rules and pushed by the CC to FEs’ forwarding tables.

The network is formed by a single CC and a finite number of FEs. The CC computes the optimal integral route for each demand based on the proposed solution and pushes the results to the FEs, which implement these routes as flow rules in their forwarding tables [25]. The network is modeled by an undirected graph $G(\mathcal{E}, \mathcal{L})$, where $\mathcal{E} = \{1, \ldots, e, \ldots, E\}$ is the set of FEs and $\mathcal{L} = \{1, \ldots, l, \ldots, L\}$ is the set of bi-directional links connecting them. $E = |\mathcal{E}|$ and $L = |\mathcal{L}|$ denote the cardinality of the set of FEs and set of links. The set $\mathcal{L}$ does not include links connecting the FEs to the central controller. The subset of links $\mathcal{L}_e$ originated at FE $e$ is denoted by $\mathcal{L}_e^+$, whereas the subset of links terminated at $e$ is denoted by $\mathcal{L}_e^-$; their union is $\mathcal{L}_e$. There is a set of $F$ data flows, represented by $\mathcal{F} = \{1, \ldots, f, \ldots, F\}$, to be routed through the network. The origin and destination FEs of the $f^{th}$ flow are represented by $o(f)$ and $d(f)$, respectively. A given flow $f \in \mathcal{F}$ is routed from $o(f)$ to $d(f)$ on a path $\mathcal{P}^f$, which is the set of connected links forming the route of $f$. It requires a rate $r^f > 0$ on each link $l \in \mathcal{P}^f$.

The data rate required to support a given flow $f$ is denoted by $r^f$. Let $r^f_l \geq 0$ be the decision variable reflecting the data rate required on link $l \in \mathcal{L}$ by flow $f \in \mathcal{F}$. When $l \in \mathcal{P}^f$, $r^f_l = r^f$. By contrast, when $f$ does not travel through $l$, $r^f_l = 0$. The flow rates through an FE $e$, $e \in \mathcal{E}$, must satisfy the flow conservation constraints. For every flow $f$, $f \in \mathcal{F}$, and FE $e$, $e \in \mathcal{E}$,

$$
\sum_{l \in \mathcal{L}_e^+} r^f_l - \sum_{l \in \mathcal{L}_e^-} r^f_l = \begin{cases} 
0 & e \neq o(f) \text{ and } e \neq d(f) \\
r^f & e = o(f) \\
-r^f & e = d(f). 
\end{cases}
$$

Consequently, the sum of the rates routed through a given link $l$, $l \in \mathcal{L}$, can be written as

$$
r^f_l = \sum_{f \in \mathcal{F}} r^f_l.
$$

These rates constitute a vector $r = [r_l]_{l \in \mathcal{L}}$ of size $L$.

To support the routed flow $r^f_l$ through link $l$, $l \in \mathcal{L}$, the CC activates one of the available discrete link rates $r_l \in \mathcal{R} = \{R_0, R_1, \ldots, R_{\text{max}}\}$, where the available rates are sorted in ascending order (i.e., $R_0 < R_1 < \cdots < R_{\text{max}}$). Stated differently, the activated link rate $r_l$ for link $l$, $l \in \mathcal{L}$, is given by

$$
r_l = \begin{cases} 
R_0 & 0 < r^f \leq R_0, \\
R_1 & R_0 < r^f \leq R_1, \\
\vdots & \vdots \\
R_{\text{max}} & R_{\text{max}} - 1 < r^f \leq R_{\text{max}}.
\end{cases}
$$

An activated discrete operating rate $r_l \in \mathcal{R}$ for a link $l$, $l \in \mathcal{L}$ engenders energy consumption

$$
\gamma_l(\tau_l) = \begin{cases} 
\gamma_0 & \text{if } r_l = R_0, \\
\gamma_1 & \text{if } r_l = R_1, \\
\vdots & \vdots \\
\gamma_{\text{max}} & \text{if } r_l = R_{\text{max}}.
\end{cases}
$$

The set of discrete rates activated on the $L$ links in the network are denoted by the vector $\tau = [\tau_l]_{l \in \mathcal{L}}$ of size $L$.

Based on the above description, the problem of routing flows and setting discrete link rates consists of finding the flow rates $r^f_l$, $l \in \mathcal{L}, f \in \mathcal{F}$ that minimize network energy consumption. Formally, the problem is equivalent to the following
mathematical program:

$$\min \sum_{l=1}^{L} \Gamma_l(\tau_l) \quad (5a)$$

subject to  
$$r_l = \sum_{f \in F} r^f_l \quad l \in \mathcal{L} \quad (5b)$$

$$\sum_{l \in E^-} r^f_l - \sum_{l \in E^+} r^f_l = \begin{cases} 0 & f \in F, e \in E, e \neq o(f), e \neq d(f) \\
r^f_l & f \in F, e = o(f) \\
-r^f_l & f \in F, e = d(f). \end{cases} \quad (5c)$$

$$\tau_l = \begin{cases} R_0 & 0 < r_l \leq R_0, \\
R_1 & R_0 < r_l \leq R_1, \\
\vdots & \vdots \\
R_{\text{max}} & R_{\text{max}} - 1 < r_l \leq R_{\text{max}}. \end{cases} \quad (5d)$$

The objective function in (5a) minimizes energy consumption at all links. The constraint (5b) defines the link rate required to support all flows passing through it. Flow conservation is guaranteed in constraint (5c). The discrete link rate corresponding to the sum of flows through link \(l\) is defined in constraint (5d). The mathematical formulation in (5) is equivalent to a mixed-integer programming problem with a non-convex discrete-cost step increasing function. The integral routing constraint and discreteness of the objective function make the problem NP hard [26].

III. BENDER’S DECOMPOSITION-BASED SOLUTION

In this section, we define a polyhedron of the feasible space defined by Equations (5b) to (5d) and represent it by a set of inequalities. Then, we adopt a heuristic implementation of the Benders approach to iteratively solve the problem.

Let \(\mathcal{R} \subset \mathbb{R}_{+}^L\) be a polyhedron representing the set of all feasible discrete link rates \(\mathcal{R}\), where \(\mathbb{R}_{+}\) is the set of real numbers [27]. The \(\mathcal{R}\) polyhedron can be defined as follows:

$$\mathcal{R} = \{r \in \mathbb{R}_{+}^L | r \geq \mathbf{r} \text{ and } \mathbf{r} \text{ satisfying constraints (5b) to (5d)}\}. $$

Based on this definition of the feasible space, a solution \(\mathbf{r}\) is feasible if and only if \(\mathbf{r} \in \mathcal{R}\). Therefore, the problem given in equations (5b) to (5d) can be re-written as follows

$$\min \sum_{l=1}^{L} \Gamma_l(\tau_l) \quad (6a)$$

subject to  
$$\mathbf{r} \in \mathcal{R} \quad (6b)$$

$$\tau_l \in R \quad \forall l \in \mathcal{L}. \quad (6c)$$

The polyhedron \(\mathcal{R}\) can be represented by a set of linear inequalities [21], [27]. For any linear, non-negative design link costs \(\mathbf{\lambda} = \{\lambda_1, \cdots, \lambda_l, \cdots, \lambda_L\}\), \(s^f(\mathbf{\lambda})\) is the cost to route flow \(f\), \(f \in F\), from \(o(f)\) to \(d(f)\). That is, if \(f\) is a unique flow on a network whose link costs are \(\mathbf{\lambda} \in \mathbb{R}_{+}^L\), then \(s^f(\mathbf{\lambda})\) would be the cost of the optimal path for \(f\).

Based on Theorem 5 in [28, chapter 6], which is a consequence of Farkas and Minkowski’s Lemma [28, Appendix 1], the polyhedron representation of the feasible space \(\mathcal{R}\) can be captured by the following set of “metric inequalities”:

$$\sum_{l \in L} \lambda_l \tau_l \geq \sum_{f \in F} r^f \cdot s^f(\mathbf{\lambda}) \quad \forall \mathbf{\lambda} \geq 0. \quad (7)$$

The theorem, which first appeared in [29], has been widely applied in the area of multi-commodity flow routing [21], [27], [28], [30], [31]. It has been shown that the “metric inequalities” are a special case of the well known Benders inequalities [32].

The inequalities in (7) imply that the lowest routing cost in terms of \(\mathbf{\lambda}\) is to route flows on their individual shortest paths. Subsequently, a lower bound for \(\sum_{l \in L} \lambda_l \tau_l\) is the sum of shortest path costs \(s^f(\mathbf{\lambda})\) multiplied by their required rates \(r^f\) [30], [31]. Thus, for any value of \(\mathbf{\lambda} \geq 0\), the discrete rates \(\mathbf{r}\) of the activated links are feasible and belong to \(\mathcal{R}\) if and only if the constraints in (7) are satisfied. With this representation of the feasible space, the problem in equations (6a) to (6c) can be
formulated as follows

\[
\begin{align*}
\text{(OP)} & \quad \min \sum_{l=1}^{L} \Gamma_l(\tau_l) \tag{8a} \\
\text{subject to} \quad & \sum_{l \in L} \lambda_l \tau_l \geq \sum_{f \in F} r^f s^f(\lambda) \quad \forall \lambda \geq 0 \tag{8b} \\
& \tau_l \in \mathcal{R} \quad l \in L. \tag{8c}
\end{align*}
\]

Despite the accurate representation of the feasible space provided by these “metric inequalities” in (8b), their number is exponential. This result suggests that a constraint generation-based approach should be adopted to solve the original problem in OP [21], [31]. The algorithm iteratively solves a relaxed version RP\(^j\) of OP in the \(j\)th iteration. RP\(^j\) considers only a subset of the constraints in (8b). Given the current solution \(r\), it finds the most violated constraint of the problem (8) and adds it to RP\(^j\); i.e., it appends it to the constraints generated in iterations \(1, \ldots, j-1\). In the \(j\)th iteration, the violated constraint is found by solving the constraint generation problem (CGP\(^j\)). The algorithm iterates until an optimal solution \(r^*\) that does not violate any of the original problem constraints is found. Figure 2 shows a flow chart of the proposed solution major steps as well as problems RP\(^j\) and CGP\(^j\).

![Flow chart of the major steps of the proposed solution](image)

Figure 2: A flow chart of the major steps of the proposed solution, the problems solved in each iteration, and the variables passed among them.

Let \(C^j\) be the set of metric inequalities considered in the \(j\)th iteration, where the vector of link costs \(\lambda\) is augmented by the superscript \((\cdot)^c\) to indicate the constraint index, i.e., \(\lambda^c\), \(\forall c \in C^j\). Therefore, RP\(^j\) becomes

\[
\begin{align*}
\text{(RP\(^j\))} & \quad \min \sum_{l=1}^{L} \Gamma_l(\tau_l) \tag{9a} \\
\text{subject to} \quad & \sum_{l \in L} \lambda_l \tau_l \geq \sum_{f \in F} r^f s^f(\lambda^c) \quad \forall c \in C^j \tag{9b} \\
& \tau_l \in \mathcal{R}_l \quad \forall l \in L. \tag{9c}
\end{align*}
\]

Starting with a non-feasible initial solution, the proposed algorithm identifies a violated constraint and adds it to the problem to be solved in the following iteration RP\(^j\). In the following iteration, RP\(^j\) is solved and a solution \(r\) is obtained, i.e., the set of discrete rates on all links. The feasibility of the solution is evaluated by checking if all flows are simultaneously routed without violating any of the original problem (5) constraints [31]. Specifically, the actual link rates do not exceed the activated discrete rates and flow conservation holds. Let the decision variable \(\epsilon_l \geq 0\) be the excess rate on link \(l\), \(\forall l \in L\) generated by routing flows with rates higher than the activated discrete link rate. In other words, given the set of discrete rates \(\overline{r}\), \(\epsilon_l\) captures the rate violation on each link \(l\). The CGP\(^j\) problem amounts to routing all flows in such a way that the rate violation on all
network links is minimized. The CGP$^j$ is posed as follows [31]:

$\text{(CGP)} \quad z^j = \min_{r} \sum_{l=1}^{L} \varepsilon_l$ \hspace{1cm} (10a)

subject to \quad $r_l - \varepsilon_l \leq \tau_l \ \forall l \in \mathcal{L}$ \hspace{1cm} (10b)

\[
\sum_{l \in \mathcal{E}} r_l^j - \sum_{l \in \mathcal{E}} r_l^j = \begin{cases} 
0 & f \in \mathcal{F}, e \in \mathcal{E}, e \neq o(f), e \neq d(f) \\
\varepsilon_l & f \in \mathcal{F}, e = o(f) \\
-\varepsilon_l & f \in \mathcal{F}, e = d(f)
\end{cases} \hspace{1cm} (10c)
\]

$\varepsilon_l \geq 0 \quad l \in \mathcal{L}.$ \hspace{1cm} (10d)

Ideally, for a given feasible rate $\mathbf{r}$, the rate violation $\varepsilon_l = 0$ for all $l \in \mathcal{L}$; resulting in the CGP$^j$ problem having a zero objective function value. Stated differently, when $z^j = 0$, the solution $\mathbf{r}$ received from RP$^j$ is feasible. Alternatively, $z^j > 0$ because one or more excess variables are strictly positive, the current solution of RP$^j$ is infeasible and violates at least one of the constraints in (8b). Therefore, if for the $j^{th}$ iteration CGP$^j$ is solved and $z^j > 0$, the most violated constraint is generated and appended to the set of RP$^j$’s constraints to be considered in the next iteration, i.e., $|C^j+1| = |C^j| + 1$. In what follows, the parameters $\lambda$ and $s^j(\lambda)$ associated with the most violated constraint are derived.

The dual problem of CGP$^j$ uses the dual variables $\alpha_l$ and $\beta^f_e$ associated with equations (10b) and (10c), respectively. The dual problem is given by:

$\text{(DCGP$^j$)} \quad z^j_{\text{Dual}} = \max_{f \in \mathcal{F}} \sum_{f \in \mathcal{F}} r^f \beta^f_{e=\alpha(f)} - \sum_{l \in \mathcal{L}} \alpha_l \tau_l$ \hspace{1cm} (11a)

subject to \quad $\beta^f_e - \beta^f_{d(f)} - \alpha_l \leq 0 \ \forall l = (e, e') \in \mathcal{L}, \forall f \in \mathcal{F}$ \hspace{1cm} (11b)

\[
0 \leq \alpha_l \leq 1 \quad l \in \mathcal{L}.
\] \hspace{1cm} (11c)

The third subset of (10c) equations corresponding to destination nodes constitute redundant constraints. Subsequently, their associated dual variables $\beta^f_{e=\alpha(f)}$ can be set to any value; thus, it was set to 0. Therefore, $\forall f \in \mathcal{F}, \beta^f_{e=d(f)} = 0$. In addition, the subset of (10c) equations with a zero right hand-side do not contribute to the objective function of the dual. Thus, their associated dual variables $\beta^f_e, f \in \mathcal{F}, e \in \mathcal{E}, e \neq o(f)$ and $e \neq d(f)$, can be set to any value that satisfies the dual constraints. Because the dual problem is a maximization problem and setting all dual variables to zero yields an optimal solution whose value is 0, it is possible to augment the dual problem with $\beta^f_e \geq 0$ without affecting the optimal solution to the problem. At optimality, the values of $\beta^f_e$ are those of the reduced costs of their associated variables in CGP$^1$, which is a minimization problem; thus, it must be positive. In Lemma 1, $\alpha_l$ is related to the excess $\varepsilon_l \forall l \in \mathcal{L}$.

**Lemma 1:** If the allocated rate on a given link $\sum_{f \in \mathcal{F}} r_l^j$ exceeds the link rate $\tau_l$, i.e., $\varepsilon_l > 0$, the dual variable $\alpha_l = 1$. However, if $\varepsilon_l = 0$, $\alpha_l = 0$.

**Proof:** Let $v_l$ denote the slack variable associated with the $l^{th}$ equation (10b) of CGP$^j$; that is,

\[
r_l - \varepsilon_l + v_l = \tau_l \quad \forall l \in \mathcal{L}.
\] \hspace{1cm} (12)

An optimal solution to CGP$^j$, which is a minimization problem, has zero reduced costs for the basic variables and positive reduced costs for non-basic variables. In addition, the reduced cost of $v_l, \forall l \in \mathcal{L}$ corresponds to the value of the dual variable $\alpha_l$ associated with equation (10b) of CGP$^j$. In the matrix corresponding to constraints in equations (10b) and (10c) of CGP$^j$, for every $l \in \mathcal{L}$, the columns of $\varepsilon_l$ and $v_l$ are equal in absolute value but opposite in sign. Thus, the indirect costs of $\varepsilon_l$ and $v_l$ are equal in absolute value but opposite in sign. In addition, the coefficient of $\varepsilon_l$ in the objective function, i.e., in equation (10a), is 1, whereas that of $v_l$ is 0. Therefore, the reduced cost of $\varepsilon_l$ is the sum of 1 and of the indirect cost of $v_l$. Stated differently, the reduced cost of $\varepsilon_l$ is $1 - \alpha_l$.

In any basic solution of CGP$^j$, $\varepsilon_l = 0$ or $v_l = 0$. In fact, when the flow rate capacity of link $l$ is exceeded, $\varepsilon_l > 0$ and $v_l = 0$. By contrast, when there is no excess capacity on link $l$, i.e., $r_l \leq \tau_l$, the excess capacity $\varepsilon_l = 0$ and $v_l \geq 0$. In the former case, $\varepsilon_l$ is and is non-basic, whereas $v_l \geq 0$ is basic. Therefore, the reduced cost of $v_l$ is zero, i.e., $\alpha_l = 0$. In the latter case, $\varepsilon_l > 0$ and is basic; thus, the reduced cost of $\varepsilon_l$ is zero. In other words, $1 - \alpha_l = 0$; subsequently, $\alpha_l = 1$.

Let $z^j$ denote the solution value of CGP$^j$, and $z^j_{\text{Dual}}$ be the solution value of DCGP$^j$. Duality theory implies that $z^j_{\text{Dual}} = z^j$. When either CGP$^j$ or DCGP$^j$ has an optimal solution, the other does. In addition, at optimality $z^j_{\text{Dual}} = z^j$. When $z^j > 0$, the current solution of CGP$^j$ is infeasible; however, it is feasible if and only if $z^j_{\text{Dual}} \leq 0$. Replacing $z^j_{\text{Dual}}$ by its expression yields

\[
\sum_{f \in \mathcal{F}} r^f \beta^f_{e=\alpha(f)} - \sum_{l \in \mathcal{L}} \alpha_l \tau_l \leq 0.
\] \hspace{1cm} (13)

The current solution of CGP$^j$ is posed as follows [31]:

$\text{(DCGP$^j$)} \quad z^j_{\text{Dual}} = \max_{f \in \mathcal{F}} \sum_{f \in \mathcal{F}} r^f \beta^f_{e=\alpha(f)} - \sum_{l \in \mathcal{L}} \alpha_l \tau_l \leq 0.$
Recall that \( \lambda \) is a vector of any linear and non-negative design link costs, and thus can be set to the dual variables \( \alpha_l \), i.e., \( \lambda_l = \alpha_l \forall l \in \mathcal{L} \). In addition, it was shown in [31] that

\[
\beta_{\epsilon=0(f)}^l = s^f(\lambda) \hspace{1em} \forall f \in \mathcal{F}.
\]  

(14)

Hence, the constraint in (13) can be re-written as

\[
\sum_{l \in \mathcal{L}} \lambda_l \tau_l \geq \sum_{f \in \mathcal{F}} r_f s^f(\lambda),
\]

(15)

which is equivalent to one of the constraints in (7). Therefore, given the solution \( \mathbf{r} \) obtained by solving RP\(^{j} \), DCGP\(^{j} \) is solved to test the feasibility of \( \mathbf{r} \). If \( z_{\text{dual}}^{j} \) equals zero, the solution \( \mathbf{r} \) is feasible and optimal. However, if \( z_{\text{dual}}^{j} > 0 \), \( \mathbf{r} \) is infeasible and the constraint in equation (15) is appended to the set of constraints of RP\(^{j+1} \), which is solved in the next iteration as RP\(^{j+1} \). A synthesis of the proposed solution is presented below.

- **Step 1 - Initialization**, \( j = 0 \): At initialization, the proposed solution starts with a zero link rate, i.e., \( \mathbf{r} = 0 \), and hence any routing would introduce the same excess on any traversed link. Therefore, we set the initial \( \lambda \) to 1 on all links and perform shortest path routing to compute \( s^f(\lambda) \forall f \in \mathcal{F} \). After computing the excess rate \( \epsilon_l \) on each link, the VCG algorithm is invoked to generate the first most violated constraint. The constraint is added to the RP\(^{j} \) set of constraints \( \mathcal{C}^j \).

- **Step 2 - Solve RP\(^{j} \), \( j = j+1 \):** Invoke the LRC algorithm (presented in Subsection III-B) to solve the RP\(^{j} \) problem, which generates the link discrete rates \( \mathbf{r} \).

- **Step 3 - Solve DCGP\(^{j} \):** Evaluate the feasibility of \( \mathbf{r} \) using the VCG algorithm, which is presented in Subsection III-A. If the solution is feasible, output \( \mathbf{r} = \mathbf{r} \) as an optimal discrete link rate solution. However, if the solution is not feasible, generate a violated constraint, append it to the constraints of RP\(^{j} \), and return to Step 2.

In the following two subsections we present the VCG and LRC algorithms for solving DCGP\(^{j} \) and RP\(^{j} \), respectively.

### A. Violated Constraint Generation (VCG) Algorithm

The pseudo-code of the VCG algorithm is described in Algorithm 1. Given a set of discrete rates \( \mathbf{r} \) and data flows requirements, VCG routes the \( F \) flows in such a way that the network excess rate, i.e., \( \epsilon_{\text{net}} = \sum_{l=1}^{L} \epsilon_l \), is minimized and data flow requirements are satisfied. The algorithm solves DCGP\(^j \) as well as computing \( \lambda \) and \( s^f(\lambda) \).

Starting with a solution \( \mathbf{r} \) and routing \( \mathcal{P}^f \forall f \in \mathcal{F} \), the excess on each link \( \epsilon_l \forall l \in \mathcal{L} \) and network excess \( \epsilon_{\text{net}} \) are evaluated. To minimize \( \epsilon_{\text{net}} \), the algorithm tries to eliminate the excess on links sequentially in descending order of excess by rerouting some of the flows on alternative paths. In particular, the link with the maximum \( \epsilon_l \) is identified as \( l \) and added to the set of visited links \( \mathcal{V} \). The largest set of flows traversing through \( l \) are added to the set of removable flows \( \mathcal{S} \), such that \( \sum_{f \in \mathcal{S}} r_f^l \geq \epsilon_l \). An attempt is then made to eliminate excess \( \epsilon_l \) on this link \( l \) by rerouting the flows in the set \( \mathcal{S} = \{1, \cdots, S\} \) on alternative paths. It is only an attempt because flows are not rerouted unless \( \epsilon_{\text{net}} \) is reduced (line 15). The alternative paths are computed based on the “K-Shortest-Paths” algorithm presented in [33]. Let \( \theta_k^l \) be the excess in the network when one of the flows \( s \in \mathcal{S} \) is routed in addition to all other flows \( \mathcal{F} \setminus \mathcal{S} \) on one of its “K-Shortest-Paths” denoted by \( K^s \) (line 12). The alternative path \( k^s \) that introduces the least \( \theta_k^l \) for each flow \( s \in \mathcal{S} \) is selected for rerouting (line 13), and the network excess after rerouting is computed \( \epsilon_{\text{net}} \) = \sum_{l \in \mathcal{L}} \epsilon_l \).

In line 15, if the resulting \( \epsilon_{\text{net}} \) is less than the previously computed network excess \( \epsilon_{\text{net}} \) before rerouting, we update the paths \( \mathcal{P}^f \) with the rerouting paths \( k^s \forall f \in \mathcal{S} \). Alternatively, the original routes in \( \mathcal{P}^f_{\text{temp}} \) are restored and the possibility of eliminating excess on another link \( l \in \mathcal{L} \setminus \mathcal{V} \) is evaluated.

After minimizing excess on all links, if the network excess is eliminated \( \epsilon_{\text{net}} = 0 \), the discrete link rates \( \mathbf{r} \) are feasible. However, if \( \epsilon_{\text{net}} > 0 \), \( \mathbf{r} \) is infeasible and a constraint is generated by computing its parameters \( \lambda \) and \( s^f(\lambda) \) based on Lemma 1. Specifically, links with \( \epsilon_l > 0 \) are assigned a link cost \( \lambda_l = 1 \) (\( \alpha_l = 1 \)), whereas links with \( \epsilon_l = 0 \) are assigned a link cost of \( \lambda_l = 0 \) (\( \alpha_l = 0 \)). Furthermore, the path cost \( s^f(\lambda) \) is computed by adding all link costs on the path \( \mathcal{P}^f \forall f \in \mathcal{F} \).

### B. Link Rate Control (LRC) Algorithm

Constraints generated by the VCG algorithm guide the LRC algorithm in satisfying data flows requirements while minimizing energy consumption. The LRC algorithm updates the vector of link rates \( \mathbf{r} \) to satisfy constraints considered in the current iteration of the RP\(^j \), i.e., \( \mathcal{C}^j \). A feasible solution \( \mathbf{r} \) generated by LRC is feasible with respect to the limited set of constraints in RP\(^j \), and does not necessarily satisfy the original problem constraints. The feasibility of a solution with respect to the original problem constraints is validated by the VCG algorithm.

The feasibility of \( \mathbf{r} \) given the limited set of constraints \( \mathcal{C}^j \) is measured by [22]:

\[
\varphi(\mathbf{r}) = \sum_{c \in \mathcal{C}^j} \max \left( 0, \sum_{f \in \mathcal{F}} r_f s^f(\lambda^c) - \sum_{l \in \mathcal{L}} \tau_l \lambda_l^c \right).
\]

(16)
Algorithm 1: Violated Constraint Generation (VCG) Algorithm.

Data: $\mathbf{r}$

Result: $\varepsilon$, $\lambda$ and $s^f(\lambda)$

1 $\mathcal{V} = \emptyset$

2 while $|\mathcal{V}| \neq |\mathcal{L}|$ do

3 /* Store original paths of all flows */
4 $\mathcal{P}^f_{temp} \leftarrow \mathcal{P}^f \forall f \in \mathcal{F}$
5 Compute $\varepsilon_l \forall l \in \mathcal{L}$
6 Compute $\varepsilon_{\text{net}}$

7 /* Find link with largest excess */
8 Set $\hat{l} \leftarrow \arg\max_{l \in \mathcal{L}\setminus\mathcal{V}} \varepsilon_l$

9 /* Find flows that eliminate $\varepsilon_{\hat{l}}$ */
10 $\mathcal{V} = \mathcal{V} \cup \{\hat{l}\}$

11 /* Attempt to find alternative paths leading to a decrease in $\varepsilon_{\text{net}}$ */
12 Add largest $r^f_l$ flows to $\mathcal{S}$ such that $\sum_{f \in \mathcal{S}} r^f_l \geq \varepsilon_l$

13 /* Check if re-route leads to a reduction of $\varepsilon_{\text{net}}$ */
14 for $s \in \mathcal{S}$ do

15 for $k \in \mathcal{K}^s$ do

16 $\theta^s_k = \sum_{l \in \mathcal{L}} \left[ \sum_{f \in \mathcal{F} \setminus \mathcal{S} \cup \mathcal{S}} (r^f_l - V^f) \right]$

17 $k^s = \arg\min_{k \in \mathcal{K}^s} \theta^s_k$

18 Re-route on $k^s$ $\forall s \in \mathcal{S}$ and compute $\varepsilon_{\text{reroute}}$

19 if $\varepsilon_{\text{reroute}} < \varepsilon_{\text{net}}$ then

20 Update $\mathcal{P}^f \leftarrow k^s \forall f \in \mathcal{S}$

21 Set $\varepsilon_{\text{net}} \leftarrow \varepsilon_{\text{reroute}}$

22 else

23 $\mathcal{P}^f \leftarrow \mathcal{P}^f_{temp} \forall f \in \mathcal{S}$

24 if $\varepsilon_{\text{net}} > 0$ then

25 /* Compute violated constraint parameters */

26 Set $\lambda_l \leftarrow 1$ for-links $l$ with $\varepsilon_l > 0$ and $\lambda_l \leftarrow 0$, otherwise.

27 Compute $s^f(\lambda) = \sum_{f \in \mathcal{F} \setminus \mathcal{S}} \lambda_f \forall f \in \mathcal{F}$

28 Generate constraint $\sum_{l \in \mathcal{L}} \lambda_l r^f_l \geq \sum_{f \in \mathcal{F} \setminus \mathcal{S}} r^f(\lambda)$

else

29 $\mathbf{r}$ is feasible and no constraint generated.

The larger the value of $\varphi(\mathbf{r})$, the larger the infeasibility of $\mathbf{r}$, and vice versa. A solution $\mathbf{r}$ satisfying all constraints of $\mathbf{RP}^j$ gives a feasibility measure of zero, $\varphi(\mathbf{F}) = 0$ [22].

The LRC algorithm consists of two phases. In the first phase (line 1 to line 10), it tries to improve the feasibility of the solution obtained in the last iteration by increasing the link rate on each link to one of the available higher rates. Link Rates are increased so that the largest feasibility improvement is achieved with the least energy cost. This improvement in feasibility relative to the energy cost increase is captured by the following profitability measure:

$$\gamma(l, y_l) = \frac{\varphi(\mathbf{r}) - \varphi(\mathbf{r}')}{{\Gamma(\mathbf{r}) - \Gamma(\mathbf{r})}},$$

(17)

where $\mathbf{r}'$ is equivalent to $\mathbf{r}$ except for one link $l$ where the link rate is increased to one of the higher link rates $y_l \in \overline{\mathbf{R}}$ such that $y_l > r^f_l$. Then the link-rate pairs $(l', y_{l'})$ with the maximum profitability ratio are identified and added to the set $\mathcal{M} = \{(l', y_{l'})\}$. If only one pair is identified, the link rate of link $l'$ is set to $y_{l'}$. However, if more than one link is identified, the link rate of the link $l'$ is set to the largest link excess $\varepsilon_{\mathbf{r}'}$. Therefore, higher priority is given to increasing the rate of a link that can achieve not only the largest profitability but also the largest reduction in excess.

In the second phase, the LRC algorithm reduces the link rates $\mathbf{r}$ on all links while maintaining feasibility (line 12 to line 20). For each link $l \in \mathcal{L}$, the $r^f_l$ is reduced to one of the lower rates $y_l \in \overline{\mathbf{R}} \setminus \{\mathbf{r}_l \} < r^f_l$, whereas the rates of other links remain the same; the updated set of rates is denoted by $\mathbf{r}'$. If feasibility is maintained with a lower rate, the difference in energy cost
between $\mathbf{r}$ and $\mathbf{r}'$ is computed for each possible lower rate. The pairs of links and rates achieving the maximum reduction in energy cost $\Delta \Gamma(\cdot, \cdot)$ are selected (line 18). Among the selected pairs, the rate of the link with the smallest excess is reduced to the level that maximizes energy conservation. In this phase, a higher priority is given to reducing the rate on links with the least excess $\varepsilon_l$. The LRC algorithm returns the solution $\mathbf{r}$ to the VCG algorithm that evaluates its feasibility.

### Algorithm 2: Link Rate Control (LRC) Algorithm

**Data:** $\varepsilon_l$, $\lambda^c_l$, and $s^l(\lambda^c)$ $\forall c \in \mathcal{C}$ and $\forall l \in \mathcal{L}$

**Result:** $\mathbf{r}$

/* Increase a link rate on one of the links to improve feasibility of $\mathbf{r}$ */

1. if $\varphi(\mathbf{r}) \neq 0$ then
2. $\mathcal{M} = \emptyset$;
3. foreach $l \in \mathcal{L}$ do
4. $\mathbf{r}' \leftarrow \mathbf{r}$; /* Update current rate to a higher rate */
5. foreach $y_l \in \mathcal{R} | y_l > \mathbf{r}_l$ do
6. compute $\Upsilon(l, y_l) = \frac{\varphi(\mathbf{r}) - \varphi(\mathbf{r}')}{\Gamma(\mathbf{r}') - \Gamma(\mathbf{r})}$;
7. /* Find the set of (link, rate) pairs with maximum profitability ratio */
8. $\mathcal{M} \cup \{(l', y_{l'})\} = \{\operatorname{argmax}_{\forall l, \forall y_l} \Upsilon(l, y_l)\}$;
9. /* Among links found, choose the one with the largest $\varepsilon_{l'}$ */
10. $\hat{l} \leftarrow \operatorname{argmax}_{l' \in \mathcal{M}} \varepsilon_{l'}$;
11. /* Update rate of link $\hat{l}$ */
12. $\mathbf{r}_{\hat{l}} \leftarrow y_{\hat{l}}$;
13. /* Reduce link rates while maintaining feasibility */
14. $\mathcal{Q} = \emptyset$;
15. foreach $l \in \mathcal{L}$ do
16. $\mathbf{r}' \leftarrow \mathbf{r}$; /* Update current rate to a lower rate */
17. foreach $y_l \in \mathcal{R} | y_l < \mathbf{r}_l$ do
18. compute $\Delta \Gamma(l, y_l) = \Gamma(\mathbf{r}) - \Gamma(\mathbf{r}_l)$;
19. /* Find set of (link, rate) most energy efficient pairs */
20. $\mathcal{Q} \cup \{(l', y_{l'})\} = \{\operatorname{argmax}_{\forall l, \forall y_l} \Delta \Gamma(l, y_l)\}$;
21. /* Among links found, choose the one with the least $\varepsilon_{l'}$ */
22. $\hat{l} \leftarrow \operatorname{argmax}_{l' \in \mathcal{Q}} \varepsilon_{l'}$;
23. /* Update rate of link $\hat{l}$ */
24. $\mathbf{r}_{\hat{l}} \leftarrow y_{\hat{l}}$;

### IV. Performance Evaluation

We carried out extensive computational experiments to evaluate the performance of the proposed solution. In this section, we provide a detailed description of our findings.

#### A. Experimental Setup

The proposed solution is compared to both CPLEX solver and Dijkstra’s shortest path algorithm (SP). The proposed solution and SP were implemented in MATLAB; however, the problem in equations (5a) to (5d) was modeled in GAMS [34] and solved by CPLEX-12 solver [35]. CPLEX parameters were set to solve the problem to optimality; in specific, the relative termination tolerance was set to zero, i.e., $\text{optcr}=0.0$, and the maximum solving time was set to 500000 seconds, i.e., $\text{reslim}=500000$. In the sequel we refer to the CPLEX solution as the “optimal solution”. All computational experiments were performed on the same machine with 16 GB RAM and a 3.5 GHz 6-Core Intel Xeon E5 processor.
We considered well-known network topologies available at the SNDlib library [23] with various properties. The number of flows, FEs, and links as well as the average number of FEs and link density of these network topologies are tabulated in Table I. Furthermore, these topologies are shown in Figure 3. The origin $o(f)$ and destination $d(f)$ of each flow $f$ in a given network were randomly selected. Furthermore, the flow rate was randomly generated following a uniform distribution between 50 to 200, i.e., $r^f \in [50, 200]$ $\forall f \in F$. Each experiment was repeated 10 times; a new seed was used in each experiment. The results presented here are averages of the ten runs results. Links operate at one of the available discrete link rates; these rates and their corresponding power consumption are given in Table II. The discrete rates used in our evaluation are based on the rates of Intel Ethernet Controller X540 [36]. The energy consumption is normalized to the time unit; therefore, the terms power and energy are used interchangeably in the sequel.

### Table I: Properties of Network Topologies

<table>
<thead>
<tr>
<th>Network</th>
<th>Flows</th>
<th>FEs</th>
<th>Links</th>
<th>Avg FE Degree</th>
<th>Link Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abilene</td>
<td>132</td>
<td>12</td>
<td>15</td>
<td>2.50</td>
<td>22.73 %</td>
</tr>
<tr>
<td>Atlanta</td>
<td>210</td>
<td>15</td>
<td>22</td>
<td>2.93</td>
<td>20.95 %</td>
</tr>
<tr>
<td>Polska</td>
<td>66</td>
<td>12</td>
<td>18</td>
<td>3.00</td>
<td>27.27 %</td>
</tr>
<tr>
<td>Nobel-US</td>
<td>91</td>
<td>14</td>
<td>21</td>
<td>3.00</td>
<td>23.08 %</td>
</tr>
<tr>
<td>Nobel-Germany</td>
<td>121</td>
<td>17</td>
<td>26</td>
<td>3.06</td>
<td>19.12 %</td>
</tr>
<tr>
<td>New York</td>
<td>240</td>
<td>16</td>
<td>49</td>
<td>6.12</td>
<td>40.83 %</td>
</tr>
</tbody>
</table>

![Network Topologies](image)

### Figure 3: Network Topologies

<table>
<thead>
<tr>
<th>Link Rate</th>
<th>Power Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 Mbps</td>
<td>3.20 W</td>
</tr>
<tr>
<td>1 Gbps</td>
<td>4.27 W</td>
</tr>
<tr>
<td>10 Gbps</td>
<td>7.70 W</td>
</tr>
</tbody>
</table>
B. Network Power Consumption

![Graph showing network power consumption comparison]

The network power consumption of the proposed solution, CPLEX and SP are shown in Figure 4-(a). SP routes each demand individually on the shortest hop path irrespective of the power consumption, leading to least power-efficient routing. The results demonstrate that the proposed solution achieves a power consumption close to the optimal achieved by CPLEX. The error difference between the proposed solution and the optimal falls, on average, in the range 0% - 3.27% of the optimal as shown in Figure 4-(b). The error is proportional to the number of links in the topology. Although Polska has fewer links than Atlanta and Nobel-US, the proposed solution shows a higher error rate for Polska because of its higher link density compared to Atlanta and Nobel-US.

C. Power Saving Compared to SP

![Graph showing power saving comparison]

The power saving ratio of the proposed solution and of CPLEX compared to SP are shown in Figure 5. The proposed solution brings significant power saving compared to SP; the power saving ranges from 24.22% to 54.35%. It reduces the power consumption of a highly connected network, New York, with 40.83% link density by 54.35%, whereas the reduction in...
power consumption is 24.22% for the least connected network, Nobel-Germany, with 19.12% link density. The power saving of the remaining networks with comparable link density, Abilene, Polska, Noble-US and Atlanta, depends on the number of links in the network. The larger the number of links, the larger the power saving. SP routes each flow individually on the shortest path between the origin and destination; therefore, it enables more links than necessary for routing the flows. Conversely, the proposed solution coalesces flows to reduce the number of enabled links; thus, the network power efficiency is increased. In network topologies with high connectivity or link density, the proposed solution has a higher chance of grouping flows and reducing network power consumption and vice versa.

D. Computation Time

![Figure 6: Computation time of the proposed solution and CPLEX.](image)

Figure 6 shows the computation times of the proposed solution and of CPLEX. The SP computation time is not shown because it is negligible. The average computation time of the proposed solution is 10.72 seconds, whereas the average computation time of CPLEX is 5.27 hours. The results demonstrate that the computation time of the proposed solution is proportional to the number of links in the network. It is interesting to observe that for highly connected networks like New York with 49 links, 40.83% link density and 240 demand, the proposed solution converges to the optimal in 24.39 seconds, whereas CPLEX generated the optimal after 21.11 hours.

E. Average Number of Hops

![Figure 7: Average number of hops in various network topologies.](image)

The average number of hops per path in the considered topologies is shown in Figure 7. SP provides a lower bound to the average number of hops. Despite the power efficiency achieved by the proposed solution, which may require longer paths to coalesce flows, the proposed solution outperforms CPLEX when considering path length in all networks. The average path length of routes generated by the proposed solution is, on average, 28% higher than that of SP, whereas the average path
The length of CPLEX is 116.11% higher than that of SP. The proposed solution makes attempts to reroute flows on paths computed based on Yen’s K-Shortest path routing algorithm; see Algorithm 1 Line 9. Therefore, it starts with the shortest path and iteratively routes flows through longer routes until a feasible solution is identified. In the following two subsections, we study the performance of the proposed solution under the following two scenarios. First, an additional flow is added to the set of flows in an existing network. Second, multiple flows are added to the set of existing flows. In both scenarios, the existing routing solution has to be updated to route both existing and new flows. This scheme represents a real scenario where flow routing requests simultaneously arrive at the central controller.

**F. Single Flow and Multiple Flow Routing**

The analysis in the previous subsections focused on concurrently routing the complete set of demands in each network; however, in this section we study the performance of the proposed solution when either a single flow or multiple flows are added to the network. The proposed solution is able to accommodate an additional flow without re-solving the whole routing problem. VCG generates the necessary violated constraints and appends them to the set of existing constraints. Then, LRC updates the link rates to satisfy the extended set of constraints.

For single flow experiments, we routed 50% (66 flows) of the Abilene network flows and iteratively added a single flow until all 132 flows were routed. Meanwhile, for the multiple flow-routing computational experiments, 72 flows were routed and an additional 10 flows were added for each iteration. In these experiments, we evaluated network power consumption, and the additional time required to update the routing solution.

![Total network power consumption of Abilene versus number of flows in the network. A single flow is added in each iteration.](image)

Figure 8 shows that the proposed solution is able to achieve a routing power consumption close the optimum generated by CPLEX without re-solving the entire problem. For some flows, e.g., 70 to 75, the existing link rates are sufficient to route the additional five flows, and hence, the power consumption is fixed. However, when flow 80 is added one of the links had to be activated, and an additional 3.8 W was consumed.

![Total network power consumption of Abilene versus number of flows in the network. Multiple flows added in each iteration.](image)

Figure 9 shows the network power consumption of the Abilene network when starting with an initial routing solution of 72 flows and adding 10 flows per iteration. The achieved power consumption closely follows the optimal generated by CPLEX.
An increase in power consumption is observed when adding the first 10 flows, i.e., 72 to 82 flows. However, the power consumption is fixed when the second 10 flows are added, i.e., 82 to 92 flows because the spare capacity of the active discrete link rates are sufficient to accommodate the additional 10 flows.

Figure 10: Computation time of the proposed solution and CPLEX when a single flow is added to the network.

Due to the large difference in order, we plotted their computation times on different axes. The average computation time of the proposed solution is 22 milliseconds for each additional flow, whereas that of CPLEX is 1.43 seconds. Furthermore, the proposed solution routed the additional 66 flows in 1.43 seconds, whereas CPLEX routed them in 1.58 hours because routes were recomputed for all flows when a single flow was added.

Figure 11: Computation time of the proposed solution and CPLEX when multiples of ten flows are added to the network.

Figure 11 shows the computation time required to route additional multiple flows added to the network; 10 flows were added in each iteration. The average computation time of the proposed solution is 58 milliseconds to route each set of additional 10 flows; however, the average computation time of CPLEX for the additional 10 flows is 2.3 minutes. The proposed solution routed the additional 72 flows in 0.35 seconds, whereas CPLEX routed them in 825 seconds.

V. CONCLUSIONS

In this paper, we investigated how to optimize the energy efficiency of the routing network application in software-defined networks. We considered practical constraints of real networks; namely, integral routing and discrete link rates. We modeled the routing problem as a MILP problem and proposed a heuristic solution that consists of two algorithms, LRC and VCG. The proposed solution routes a single or multiple flows which is desired in dynamic networks. The performance of the proposed solution was evaluated on six real networks with various topological structures and properties. In all experiments, the proposed solution showed supremacy over the shortest path algorithm and achieved power saving of 54.35%. Furthermore, our algorithm achieves a close-to-optimal performance when compared to CPLEX; the error is less than 3.27%.
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